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Abstract

We investigate the problem of an adaptive parameter choice for
regularization learning algorithms. In the theory of ill-posed prob-
lems there is a long history of choosing regularization parameters in
optimal way without a priori knowledge of a smoothness of the ele-
ment of interest. But known parameter choice rules cannot be applied
directly in Learning Theory. The point is that these rules are based on
the estimation of the stability of regularization algorithms measured
in the norm of the space where unknown element of interest should be
recovered. But in the context of Learning Theory this norm is deter-
mined by an unknown probability measure, and is not accessible. In
the talk we are going to present a new parameter choice strategy con-
sisting in adaptive regularization performed simultaneously in a Hy-
pothesis space and in a space equipped with an empirical norm. Both
these spaces are accessible and a new parameter choice rule called the
balancing principle can be used there. Then a parameter for the regu-
larization in the inaccessible space is chosen as the minimal among the
parameters selected for above mentioned accessible spaces. We prove
that under rather mild assumptions such strategy guarantees an op-
timal order of the risk. Our analysis covers the capacity independent
learning algorithms, but some capacity dependent results can be also
obtained in a similar way.
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