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Abstract

In this talk I will discuss the role of geometry of the data dis-
tribution in machine learning. It turns out that certain geometric
assumption about the shape of the probability distribution can be
utilized to create families of data-dependent regularizers, and to de-
velop algorithms to learn from both labeled and unlabeled examples.
Theoretical properties and some applications of these ideas will be
discussed.
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