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1 Introduction

Finite mixture models such as 0.98N(µ, σ2) + 0.02N(µ, 32σ2) are common in the literature but
usually as a model for the generation of contaminated data rather than for the analysis of such. We
propose the latter role for finite mixture models in this talk. Specifically we propose as candidates
for robust estimators the maximum likelihood estimators of the ‘regular’ component of a two
component mixture model. The regular component would be a normal (nonrobust) statistical
model and the other component would be a dispersed, fully specified, component intended to
model - or at least mop up - the outlying data.

We discuss a method for calculating the influence curve for such parameter estimates and
illustrate it with influence function calculations in the context of the univariate location/spread
estimation and robust regression.

2 One-step influence functions

The computation of influence functions for maximum likelihood estimators is complicated by the
fact that they are normally calculated by iterative algorithms. One work-around is to use a func-
tional describing a single step of an algorithm as a surrogate for the true functional describing the
estimator. The one-step influence function is the influence function of this ‘single-step’ functional.
Jorgensen (1993) shows that this does yield the true influence function when the iterative algo-
rithm employed is Newton’s method. However mixture models are usually fit by the EM algorithm
(McLachlan and Krishnan, 1997) for which this approximation is much less satisfactory. Jorgensen
(1993) gives a relationship between the one-step and true influence curves which is our main tool
in the present investigation.

3 Case studies

We look in particular at two simple situations:

3.1 Location/Spread

We calculate the influence functions for µ̂, σ̂2 and π̂ in the model (1 − π)N(µ, σ2) + πN(ν0, τ
2
0 )

where ν0 and τ0 are fixed constants.

3.2 Simple Regression

We calculate the influence functions for β̂0, β̂1, σ̂2 andπ̂ in mixture models in which Yi|Xi ∼
N(β0 + β1Xi, σ

2) in the ‘regular’ component and the outlier component is a dispersed circular
bivariate normal. The effect of the choice for the marginal distribution of X will be discussed.

We will illustrate with some data sets.



2 Robustification via Finite Mixtures

4 Breakdown

The investigation the breakdown points of these estimators is complicated by the need to specify
starting values. Nevertheless we will give heuristic arguments to suggest that the estimators perform
very well when faced with dispersed contamination, but are likely to be upset by a compact group
of outliers.

We conclude with speculations on the kind of situations where this approach to robust estima-
tion is likely to be useful.
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