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Optimal bias-robust L-estimators of scale parameters are derived. The model is that X1, . . . , Xn

is a random sample from F ((x− θ)/σ), where: (i) σ (σ > 0) is an unknown scale parameter to be
estimated; (ii) θ (−∞ < θ < ∞) is an unknown location parameter, to be regarded as a nuisance
parameter in the scale estimation problem; and (iii) F is an unknown distribution which lies in
the following ε-contamination neighborhood of a known distribution F0:

Fε = {F : F = (1− ε)F0 + εG, for some distribution G}, (1)

where F0 is assumed to have a unimodal density f0 which is symmetric about 0.
We consider a general class S of L-estimators of σ, which are location- and scale-equivariant,

and which are Fisher-consistent at F0. The class S is large enough to include (normalized versions
of) all mixtures of interquantile ranges as well as all trimmed variances centred at the sample
median. The defining scale functional is

SM,q(F ) =
{
∫ 1

0
[F−1(t)− F−1( 1

2 )]qM(dt)}1/q

c(F0)
, (2)

where q is a positive integer, M is a signed measure on (0,1) (subject to a natural symmetry
condition but otherwise arbitrary), and c(F0) is a constant which makes SM,q Fisher-consistent at
F0.

Two types of bias-robustness problems are considered:

(i) to find, for fixed ε, 0 < ε < 1
2 , the L-estimator in S which minimizes the maximal asymptotic

bias as F ranges over Fε; and

(ii) to find the L-estimator in S with minimum gross error sensitivity (GES) at F0.

Complete results are found for problem (ii), which is the limiting case of problem (i) as the pro-
portion of contamination ε approaches 0. Under mild regularity conditions, the following expression
is derived for the GES of an arbitrary member of S at F0:

GES(SM,q, F0) =
max

{∫ 1
1
2

(s− 1
2 )[F−1

0 (s)]q−1

f0[F−1
0 (s)]

M(ds),
∫ 1

1
2

(1−s)[F−1
0 (s)]q−1

f0[F−1
0 (s)]

M(ds)
}

∫ 1
1
2
[F−1

0 (s)]qM(ds)
. (3)

The main result is that the L-estimator which minimizes the GES is a mixture of at most
two α-interquantile ranges, normalized to be Fisher-consistent at F0. The key idea of the proof of
this result is to note that the GES functional (3) is a function of three linear functionals of the
mixing distribution on the quantiles, so that the generalized method of moment spaces [ Collins
and Portnoy (1981)] can be applied. In the special case that F0 is strongly unimodal, the solution
is the normalized interquartile range. This is also the case for some other F0 which are not strongly
unimodal, including the Cauchy distribution. These special-case solutions coincide with solutions
previously obtained in classes of M -estimators of scale [see Hampel et al. (1986), Martin and Zamar
(1993) and Collins (1999)].

In the general case where F0 does not have a strongly unimodal density, graphical methodology
can be used to used to find the minimum GES L-estimator. An example is given in which the
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unique Fisher-consistent L-estimator attaining minimum GES is a (normalized) proper mixture of
two distinct α-interquantile ranges.

Similar results also hold for problem (i) of finding L-estimators of scale with minimax asymp-
totic bias in ε-contamination neighborhoods of F0 when ε > 0. The minimax bias estimators,
which depend upon both F0 and the fixed value of ε, are seen to be mixtures of at most two
α-interquantile ranges.

References

J.R. Collins (1999). Robust M -estimators of scale: Minimax bias versus maximal variance. Cana-
dian Journal of Statistics, 27(1), 81–96.

J.R. Collins and S.L. Portnoy (1981). Maximizing the variance of M -estimators using the gener-
alized method of moment spaces. Annals of Statistics, 9(3), 567–577.

F.R. Hampel, E.M. Ronchetti, P.J. Rousseeuw, and W.A. Stahel (1986). Robust Statistics: The Ap-
proach Based on Influence Functions. Wiley & Sons, New York.

R.D. Martin and R.H. Zamar (1993). Bias robust estimation of scale. Annals of Statistics, 21(2),
991–1017.


