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INTERIOR PENALTY METHOD FOR THE INDEFINITE

TIME-HARMONIC MAXWELL EQUATIONS

PAUL HOUSTON ∗, ILARIA PERUGIA † , ANNA SCHNEEBELI ‡ , AND DOMINIK

SCHÖTZAU §

Abstract. In this paper, we introduce and analyze the interior penalty discontinuous Galerkin
method for the numerical discretization of the indefinite time-harmonic Maxwell equations in high-
frequency regime. Based on suitable duality arguments, we derive a-priori error bounds in the
energy norm and the L2-norm. In particular, the error in the energy norm is shown to converge
with the optimal order O(hmin{s,`}) with respect to the mesh size h, the polynomial degree `, and
the regularity exponent s of the analytical solution. Under additional regularity assumptions, the
L2-error is shown to converge with the optimal order O(h`+1). The theoretical results are confirmed
in a series of numerical experiments.

Key words. Discontinuous Galerkin methods, a-priori error analysis, indefinite time-harmonic
Maxwell equations.
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1. Introduction. In this paper, we present and analyze the interior penalty
discontinuous Galerkin (DG) finite element method for the numerical discretization of
the indefinite time-harmonic Maxwell equations in a lossless medium with a perfectly
conducting boundary: find the (scaled) electric field u = u(x) that satisfies

∇×∇× u − k2u = j in Ω,

n× u = 0 on Γ.
(1.1)

Here, Ω is an open bounded Lipschitz polyhedron in R
3 with boundary Γ = ∂Ω and

outward normal unit vector n. For simplicity, we assume Ω to be simply-connected
and Γ to be connected. The right-hand side j is a given external source field in L2(Ω)3

and k > 0 is the wave number, i.e., k = ω
√

ε0µ0, where ω > 0 is a given temporal
frequency, and ε0 and µ0 are the electric permittivity and the magnetic permeability,
respectively, of the free space. We point out that we have assumed here that the
relative material properties εr and µr are equal to 1.

By introducing the Sobolev space

H0(curl; Ω) := {v ∈ L2(Ω)3 : ∇× v ∈ L2(Ω)3, n × v = 0 on Γ },

the weak form of the equations (1.1) reads: find u ∈ H0(curl; Ω) such that

a(u,v) :=

∫

Ω

[
∇× u · ∇ × v − k2u · v

]
dx =

∫

Ω

j · v dx (1.2)
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for all v ∈ H0(curl; Ω). Under the assumption that k2 is not a Maxwell eigenvalue,
problem (1.2) is uniquely solvable; see, e.g., [19, Chapter 4] or [12, Section 5] for
details.

The main motivation for using a discontinuous Galerkin approach for the nu-
merical approximation of the above problem is that DG methods, being based on
discontinuous finite element spaces, can easily handle meshes with hanging nodes and
and local spaces of different orders. This renders DG methods ideally suited for hp–
adaptive algorithms. Moreover, the implementation of discontinuous elements can be
based on standard shape functions - a convenience that is particularly advantageous
for high-order elements and that is not straightforwardly shared by standard edge or
face elements commonly used in computational electromagnetics (see [9, 25, 1] and
the references therein for hp-adaptive edge element methods).

This paper is a continuation of a series of papers that has been concerned with
the development of DG finite element methods for the numerical approximation of the
time-harmonic Maxwell equations. Indeed, in [22] an hp–local discontinuous Galerkin
method was presented for the low-frequency approximation of these equations in het-
erogeneous media. The focus there was on the problem of how to discretize the curl-
curl operator using discontinuous finite element spaces. The numerical experiments
presented in [15] confirmed the expected hp–convergence rates, and indicate that DG
methods can indeed be effective in a wide range of low-frequency applications with
coercive bilinear forms. Then, in [23], [13], and [16], several mixed DG formulations
were studied for the discretization of the time-harmonic Maxwell equations in mixed
form. The mixed form was chosen to provide control on the divergence of the electric
field and arises naturally in certain types of low-frequency models. In particular, it
was shown that divergence constraints can be successfully incorporated within the DG
framework by means of suitable Lagrange multipliers. Finally, we mention the recent
work of [11] where extensive computational studies of DG discretizations applied to
Maxwell eigenvalue problems can be found.

In this paper, we present the first numerical analysis of the interior penalty method
applied to Maxwell equations in the non-mixed form (1.1). We show that the error in
the DG energy norm converges with the optimal order O(hmin{s,`}) with respect to the
mesh size h, the polynomial degree `, and the regularity exponent s of the analytical
solution. Under additional regularity assumptions, we further prove that the error in
the L2-norm converges with the full order O(h`+1). The derivation of these bounds
relies on two crucial technical ingredients: the first one is that, as for conforming
discretizations, the error between the analytical solution and its interior penalty ap-
proximation is discretely divergence-free. The second ingredient is an approximation
property that ensures the existence of a conforming finite element function close to
any discontinuous one and allows us to control the non-conformity of the method.
This approximation property is established using the techniques in [13, 16] for the
analysis of mixed DG methods and in [17] for the study of a-posteriori error estima-
tion for DG discretizations of diffusion problems. Invoking these auxiliary results, the
energy error bound is then derived by suitably modifying the argument in [20] and [19,
Section 7.2], while the L2-error bound is obtained along the lines of the proof of [18,
Theorem 3.2], adapted to Nédélec’s elements of second type. Our error bounds and
the performance of the proposed method are tested in a series of numerical examples
in two dimensions.

We note that, being based on duality techniques, the analysis in this paper does
not cover the case of non-smooth material coefficients. This is in contrast to the recent
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techniques developed for conforming methods that allow for non-smooth coefficients.
We mention here [5], where the analysis relies on the uniform convergence of the
Maxwell resolvent operator and on the abstract theory of [6] for the approximation of
nonlinear problems, and [12, 7] (see also [8]), where the analysis is based on the theory
of compactly perturbed linear operators and on uniformly stable discrete Helmholtz
decompositions. The extension of the results in this paper to problems with non-
smooth coefficients remains an open problem. On the other hand, it is our belief
that the recent results obtained in [16] for mixed DG discretizations of the Maxwell
operator, combined with some of the technical results established in this paper might
be useful in this direction.

The outline of the paper is as follows. In Section 2, we introduce the interior
penalty DG method for the discretization of (1.1). Our main results are the optimal
a-priori error bounds stated and discussed in Section 3. These results are proved in
Sections 4 through 6 and numerically confirmed in the tests presented in Section 7. In
Section 8, we end our presentation with concluding remarks. The Appendix contains
a complete proof of an approximation result that plays a crucial role in our analysis.

Notation. For a bounded domain D in R
2 or R

3, we denote by Hs(D) the standard
Sobolev space of functions with regularity exponent s ≥ 0, and norm ‖ · ‖s,D. When
D = Ω, we simply write ‖ · ‖s. For s = 0, we write L2(D) in lieu of H0(D). We
also write ‖ · ‖s,D to denote the norm for the space Hs(D)d, d = 2, 3. H1

0 (D) is
the subspace of H1(D) of functions with zero trace on ∂D. On the computational
domain Ω, we further introduce the spaces

H(curl; Ω) := {v ∈ L2(Ω)3 : ∇× v ∈ L2(Ω)3 },
H(div; Ω) := {v ∈ L2(Ω)3 : ∇ · v ∈ L2(Ω) },

with the norms ‖v‖2
curl := ‖v‖2

0+‖∇×v‖2
0 and ‖v‖2

div := ‖v‖2
0+‖∇·v‖2

0, respectively.
We denote by H0(curl; Ω) the subspace of H(curl; Ω) of functions with zero tangential
trace, and by H(div0; Ω) the subspace of H(div; Ω) of divergence-free functions. Fi-
nally, (·, ·) denotes the standard inner product in L2(Ω)3 given by (u,v) :=

∫
Ω u·v dx.

2. Discontinuous Galerkin discretization. In this section, we introduce the
interior penalty DG discretization of (1.1). To this end, we define the following no-
tation. We consider shape-regular affine meshes Th that partition the domain Ω
into tetrahedra {K}; the parameter h denotes the mesh size of Th given by h =
maxK∈Th

hK , where hK is the diameter of the element K ∈ Th. We denote by FI
h the

set of all interior faces of elements in Th, by FB
h the set of all boundary faces, and set

Fh := FI
h ∪ FB

h . For a piecewise smooth vector-valued function v, we introduce the
following trace operators. Let f ∈ FI

h be an interior face shared by two neighboring
elements K+ and K−; we write n± to denote the unit outward normal vectors on the
boundaries ∂K±, respectively. Denoting by v± the traces of v taken from within K±,
respectively, we define the tangential jumps and averages across f by

[[v]]T := n+ × v+ + n− × v−, {{v}} := (v+ + v−)/2,

respectively. On a boundary face f ∈ FB
h , we set [[v]]T := n × v and {{v}} := v.

For a given partition Th of Ω and an approximation order ` ≥ 1, we wish to
approximate the time-harmonic Maxwell equations (1.1) in the finite element space

Vh := {v ∈ L2(Ω)3 : v|K ∈ P`(K)3 ∀K ∈ Th}, (2.1)

where P`(K) denotes the space of polynomials of total degree at most ` on K.



4 P. HOUSTON, I. PERUGIA, A. SCHNEEBELI, AND D. SCHÖTZAU

Thereby, we consider the DG method: find uh ∈ Vh such that

ah(uh,v) = (j,v) (2.2)

for all v ∈ Vh. The discrete form ah(·, ·) is given by

ah(u,v) :=(∇h × u,∇h × v) − k2(u,v) −
∫

Fh

[[u]]T · {{∇h × v}} ds

−
∫

Fh

[[v]]T · {{∇h × u}} ds +

∫

Fh

a [[u]]T · [[v]]T ds.

(2.3)

Here, we use ∇h to denote the elementwise application of the operator ∇. Further,
we use the notation

∫
Fh

ϕ ds :=
∑

f∈Fh

∫
f

ϕ ds. The function a ∈ L∞(Fh) is the

interior penalty stabilization function. To define it, we first introduce h in L∞(Fh) as

h(x) := hf , x ∈ f, f ∈ Fh,

with hf denoting the diameter of face f . Then we set

a := α h
−1, (2.4)

where α is a positive parameter independent of the mesh size and the wave number.

3. A-priori error bounds. In this section, we state our main results, namely
optimal a-priori error bounds for the DG method (2.2) with respect to a (broken)
energy norm and the L2-norm.

3.1. G̊arding inequality. Before stating the error bounds, we need to establish
a G̊arding-type stability result for the form ah(·, ·). To this end, we set

V(h) := H0(curl; Ω) + Vh,

and define the following DG seminorm and norm on V(h), respectively:

|v|2DG := ‖∇h × v‖2
0 + ‖h− 1

2 [[v]]T ‖2
0,Fh

, ‖v‖2
DG := ‖v‖2

0 + |v|2DG.

Here, we write ‖ϕ‖2
0,Fh

:=
∑

f∈Fh
‖ϕ‖2

0,f . The norm ‖ · ‖DG can be viewed as the en-
ergy norm for the discretization under consideration. With this notation, the following
G̊arding inequality holds.

Lemma 3.1. There exists a parameter αmin > 0, independent of the mesh size
and the wave number, such that for α ≥ αmin we have

ah(v,v) ≥ β‖v‖2
DG − (k2 + β)‖v‖2

0 for all v ∈ Vh,

with a constant β > 0 independent of the mesh size and the wave number.
Proof. Using standard inverse estimates, it can be readily seen that there is a

parameter αmin > 0 such that for α ≥ αmin we have

ah(v,v) ≥ β|v|2DG − k2‖v‖2
0 for all v ∈ Vh,

for a constant β > 0 independent of the mesh size; we refer to [4, 15, 23] for details.
The result of the lemma now follows immediately.

The condition α ≥ αmin > 0 is a restriction that is typical for interior penalty
methods and may be omitted by using other DG discretizations of the curl-curl oper-
ator, such as the non-symmetric interior penalty or the LDG method; see, e.g., [4, 22]
for details.
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3.2. Energy error. We are now ready to state and discuss the following a-priori
bound for the error in the energy norm ‖ · ‖DG; the detailed proof will be carried out
in Section 5.

Theorem 3.2. Assume that the analytical solution u of (1.1) satisfies the regu-
larity assumption

u ∈ Hs(Ω)3, ∇× u ∈ Hs(Ω)3, (3.1)

for s > 1
2 . Furthermore, let uh denote the DG approximation defined by (2.2) with

α ≥ αmin. Then there is a mesh size h0 > 0 such that for 0 < h ≤ h0, we have the
optimal a priori error bound

‖u− uh‖DG ≤ C hmin{s,`}
[
‖u‖s + ‖∇× u‖s

]
,

with a constant C > 0 independent of the mesh size.
Remark 3.3. For a source term j ∈ H(div; Ω), the regularity assumption in

(3.1) is ensured by the embedding results in [3, Proposition 3.7]; see also (3.2) below.
In particular, assumption (3.1) is satisfied in the physically most relevant case of a
solenoidal forcing term where ∇ · j = 0. In this sense, the smoothness requirement in
(3.1) is minimal.

Proceeding along the lines of [24], we conclude from the a-priori error bound in
Theorem 3.2 the existence and uniqueness of discrete solutions.

Corollary 3.4. For a stabilization parameter α ≥ αmin, the DG method (2.2)
admits a unique solution uh ∈ Vh, provided that h ≤ h0.

Proof. We only need to establish that if j = 0, then the only solution to (2.2)
is uh = 0. In fact, if j = 0, then u = 0, and the estimate of Theorem 3.2 implies
‖uh‖DG ≤ 0, thereby uh = 0, for h ≤ h0.

3.3. Error in L2(Ω)3. Next, we state an a-priori bound for the error ‖u−uh‖0

and show that the optimal order O(h`+1) is obtained for smooth solutions and convex
domains. To this end, we will use the following embedding from [3, Proposition 3.7]:
under the foregoing assumptions on the domain Ω, there exists a regularity exponent
σ ∈ (1/2, 1], depending only on Ω, such that

H0(curl; Ω) ∩ H(div; Ω) ↪→ Hσ(Ω)3,

H(curl; Ω) ∩ H0(div; Ω) ↪→ Hσ(Ω)3.
(3.2)

The maximal value of σ for which the above embedding holds is closely related to the
regularity properties of the Laplacian in polyhedra and only depends on the opening
angles at the corners and edges of the domain, cf. [3]. In particular, for a convex
domain, (3.2) holds with σ = 1.

Furthermore, let us denote by ΠN the curl-conforming Nédéléc interpolation op-
erator of the second kind into Vh ∩ H0(curl; Ω); see [21] or [19, Section 8.2]. Then,
we have the following result.

Theorem 3.5. Let u denote the analytical solution of (1.1) and uh the DG
approximation obtained by (2.2) with α ≥ αmin. Then there is a mesh size h1 > 0
such that for 0 < h ≤ h1 we have

‖u− uh‖0 ≤ Chσ‖u− uh‖DG + Chσ‖u−ΠNu‖curl + C‖u−ΠNu‖0,

with a constant C > 0 independent of the mesh size. The parameter σ ∈ (1/2, 1] is
the embedding exponent from (3.2).
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Under additional smoothness assumptions on the analytical solution u, the bound
in Theorem 3.5 combined with the approximation properties for ΠN and the error
estimate in Theorem 3.2 result in the following L2-error bound:

Corollary 3.6. Assume that the analytical solution u of (1.1) satisfies the
regularity assumption

u ∈ Hs+σ(Ω)3, ∇× u ∈ Hs(Ω)3, (3.3)

for s > 1
2 and the parameter σ from (3.2). Let uh denote the DG approximation

obtained by (2.2) with α ≥ αmin. Then there is a mesh size h2 > 0 such that for
0 < h ≤ h2 we have the a-priori error bound

‖u− uh‖0 ≤ C hmin{s,`}+σ
[
‖u‖s+σ + ‖∇ × u‖s

]
,

with a constant C > 0 independent of the mesh size h.

Remark 3.7. In particular, for a convex domain where σ = 1 and an analytical
solution u ∈ H`+1(Ω)3, Corollary 3.6 ensures the optimal error bound

‖u− uh‖0 ≤ Ch`+1‖u‖`+1,

holds, with a constant C > 0 independent of the mesh size.
The detailed proofs of Theorem 3.5 and Corollary 3.6 can be found in Section 6.

4. Auxiliary results. This section is devoted to the collection of some auxiliary
results which will be required throughout the rest of this article. In Section 4.1
and Section 4.2, we start by recalling some well-known facts from the finite element
theory of Maxwell’s equations; see, e.g., [12, 19] and the references cited therein.
Then, in Section 4.3, we present novel approximation results that allow us to control
the non-conformity of the interior penalty method. Note that similar approximation
techniques have been used in [13, 16] for the analysis of mixed DG methods and
in [17] for the derivation of a-posteriori error bounds for DG discretizations of diffusion
problems. In Section 4.4, we rewrite the interior penalty method (2.2) in a perturbed
form and establish crucial properties of this auxiliary formulation. In particular, we
show that the error u − uh is discretely divergence-free.

4.1. Helmholtz decompositions. We begin by recalling the subsequent con-
tinuous Helmholtz decomposition: under the foregoing assumptions on the domain,
we have

L2(Ω)3 = H(div0; Ω) ⊕∇H1
0 (Ω); (4.1)

the decomposition being orthogonal in L2(Ω)3; see, e.g., [10, Section 4].

A similar decomposition holds on the discrete level. To this end, we define Vc
h to

be the largest conforming space underlying Vh, that is,

Vc
h := Vh ∩ H0(curl; Ω). (4.2)

In fact, Vc
h is Nédélec’s space of the second kind; see [21] or [19, Section 8.2]. The

space Vc
h can then be decomposed into

Vc
h = Xh ⊕∇Sh, (4.3)
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with the spaces Sh and Xh given by

Sh := { q ∈ H1
0 (Ω) : q|K ∈ P`+1(K), K ∈ Th}, (4.4)

Xh := {v ∈ Vc
h : (v,∇q) = 0 ∀q ∈ Sh}, (4.5)

respectively. The space Xh is referred to as the space of discretely divergence-free
functions. By construction, the decomposition (4.3) is orthogonal in L2(Ω)3; cf. [19,
Section 8.2].

4.2. Standard approximation operators. Next, we introduce standard ap-
proximation operators and state their properties. We start by recalling the properties
of the curl-conforming Nédéléc interpolant ΠN of the second kind.

Lemma 4.1. There exists a positive constant C, independent of the mesh size,
such that, for any v ∈ H0(curl; Ω) ∩ Ht(Ω)3 with ∇× v ∈ Ht(Ω)3, t > 1

2 ,

‖v −ΠNv‖curl ≤ C hmin{t,`}
[
‖v‖t + ‖∇× v‖t

]
, (4.6)

‖∇× (v −ΠNv)‖0 ≤ C hmin{t,`}‖∇× v‖t. (4.7)

Moreover, there exists a positive constant C, independent of the mesh size, such that,
for any v ∈ H0(curl; Ω) ∩ H1+t(Ω)3 with t > 0,

‖v −ΠNv‖0 ≤ C hmin{t,`}+1‖v‖1+t. (4.8)

Proof. A proof of the first two results can be found in [19, Theorem 5.41, Re-
mark 5.42 and Theorem 8.15].

To prove (4.8), we first consider the case t ∈ (0, 1) and establish the corresponding

estimate on the reference tetrahedron K̂. From the stability of the Nédéléc interpo-
lation operator Π̂N in W 1,p(K̂)3 for any p > 2 (see [19, Lemma 5.38], [18], and

references therein) and the embedding H1+t(K̂)3 ↪→ W 1,p(K̂)3 for p = 6
3−2t (see,

e.g., [19, Theorem 3.7]), we conclude that

‖v̂ − Π̂Nv̂‖0, bK ≤ inf
bq∈P`( bK)3

{
‖v̂ − q̂‖0, bK + ‖Π̂N (v̂ − q̂) ‖0, bK

}

≤ C inf
bq∈P`( bK)3

‖v̂ − q̂‖W 1,p( bK) ≤ C inf
bq∈P`( bK)3

‖v̂ − q̂‖1+t, bK .

By a Bramble-Hilbert argument for fractional order Sobolev spaces, we therefore
obtain

‖v̂ − Π̂Nv̂‖0, bK ≤ C |v̂|t+1, bK . (4.9)

The bound in (4.8) follows then from (4.9) by a scaling argument. The proof for t ≥ 1
is carried out similarly, using the H2–stability of ΠN; see [21].

Furthermore, for any v ∈ H0(curl; Ω), we define the projection Πcv ∈ Vc
h by

(∇× (v −Πcv),∇×w) + (v −Πcv,w) = 0 ∀w ∈ Vc
h. (4.10)

An immediate consequence of this definition is that

‖v − Πcv‖curl = inf
w∈Vc

h

‖v −w‖curl.
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Thus, from property (4.6) in Lemma 4.1 we obtain the following approximation result.
Lemma 4.2. There exists a positive constant C, independent of the mesh size,

such that, for any v ∈ H0(curl; Ω) ∩ Ht(Ω)3 with ∇× v ∈ Ht(Ω)3, t > 1
2 ,

‖v −Πcv‖curl ≤ C hmin{t,`}
[
‖v‖t + ‖∇ × v‖t

]
.

Next, let us denote by Πh the L2-projection onto Vh. The following approxima-
tion result is well-known.

Lemma 4.3. There exists a positive constant C, independent of the local mesh
sizes hK , such that, for any v ∈ H t(K)3, K ∈ Th, t > 1

2 ,

‖v −Πhv‖2
0,K + hK‖v −Πhv‖2

0,∂K ≤ C h2t
K ‖v‖2

t,K .

Finally, we recall the following result that allows us to approximate discretely
divergence-free functions by exactly divergence-free ones.

Lemma 4.4. For any discretely divergence-free function v ∈ Xh, define Hv ∈
H0(curl; Ω) ∩ H(div0; Ω) by ∇ × Hv = ∇ × v. Then, there exists a constant C > 0
such that

‖v −Hv‖0 ≤ Chσ‖∇× v‖0,

with the parameter σ from (3.2). Moreover, there holds ‖Hv‖0 ≤ ‖v‖0.
The result in Lemma 4.4 is obtained by proceeding as in [12, Lemma 4.5] and

[19, Lemma 7.6] using Nédélec’s second family of elements. The L2-stability of H is
a consequence of the L2-orthogonality of the continuous Helmholtz decomposition.

4.3. Conforming approximation of discontinuous functions. The follow-
ing approximation result is instrumental in our analysis; it allows us to find a con-
forming finite element function close to any discontinuous one. This result is obtained
by using the same techniques as those in [17, Section 2.1] and [16, Appendix]. As its
proof is rather lengthy and technical, it is relegated to the Appendix.

Proposition 4.5. Let v ∈ Vh. Then there is a function vc ∈ Vc
h such that

‖v − vc‖2
0 ≤ C

∫

Fh

h|[[v]]T |2 ds,

‖v − vc‖2
DG ≤ C

∫

Fh

h
−1|[[v]]T |2 ds,

with a constant C > 0 independent of the mesh size.
Proposition 4.5 and the definition of the norm ‖ · ‖DG immediately imply the

following result.
Proposition 4.6. Let v ∈ Vh. Then the conforming approximation vc ∈ Vc

h

from Proposition 4.5 satisfies

‖v − vc‖DG + ‖vc‖DG ≤ C‖v‖DG,

‖v − vc‖0 ≤ Ch‖v‖DG,

with a constant C > 0 independent of the mesh size.
We will further need the following consequence of Proposition 4.5, which follows

from the fact that [[w]]T = 0 on Fh, for any w ∈ H0(curl; Ω), and the definition of
the norm ‖ · ‖DG.
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Proposition 4.7. Let v ∈ Vh and w ∈ H0(curl; Ω). Let vc ∈ Vc
h be the

conforming approximation of v from Proposition 4.5. Then we have

‖v − vc‖DG ≤ C‖v −w‖DG,

‖v − vc‖0 ≤ Ch‖v −w‖DG,

with a constant C > 0 independent of the mesh size.

4.4. Perturbed formulation. Following [4], we rewrite the method (2.2) in a
slightly perturbed form. To this end, we define for v ∈ V(h) the lifting L(v) ∈ Vh

by

(L(v),w) =

∫

Fh

[[v]]T · {{w}} ds ∀w ∈ Vh. (4.11)

Then we introduce the form

ãh(u,v) := (∇h × u,∇h × v) − k2(u,v) − (L(u),∇h × v)

−(L(v),∇h × u) +

∫

Fh

a [[u]]T · [[v]]T ds.

Note that ah = ãh in Vh × Vh although this is no longer true in V(h) × V(h). The
discrete problem (2.2) can equivalently be formulated as: find uh ∈ Vh such that

ãh(uh,v) = (j,v) ∀v ∈ Vh. (4.12)

Next, let us establish some useful properties of the form ãh(·, ·).
Lemma 4.8. There holds:
(i) For u,v ∈ H0(curl; Ω), we have

ãh(u,v) = a(u,v),

with the form a(·, ·) defined in (1.2).
(ii) There is a constant γ > 0, independent of the mesh size and the wave number,

such that

|ãh(u,v)| ≤ (k2 + γ)‖u‖DG‖v‖DG

for all u,v ∈ V(h).
Proof. The first property follows from the fact that for w ∈ H0(curl; Ω) we have

L(w) = 0 and [[w]]T = 0 on Fh. To see the second property, we note that, by the
definition of the interior penalty function a in (2.4), there is a continuity constant
γ > 0 such that

|ãh(u,v)| ≤ γ|u|DG|v|DG + k2‖u‖0‖v‖0;

see [22, Section 4] or [15, Proposition 1]. The claim now follows from the definition
of the DG norm and the Cauchy-Schwarz inequality.

For the analytical solution u of (1.1), we define the residual

rh(u;v) := ãh(u,v) − (j,v), v ∈ Vh. (4.13)

Thus, if uh is the DG approximation in (2.2), we have the error equation

ãh(u − uh,v) = rh(u;v) (4.14)

for all v ∈ Vh.
Lemma 4.9. Let u be the analytical solution of (1.1). Then:
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(i) For v ∈ Vh ∩ H0(curl; Ω), we have

rh(u;v) = 0.

(ii) Additionally, let ∇× u ∈ Hs(Ω)3 for s > 1
2 . Then

rh(u;v) =

∫

Fh

[[v]]T · {{∇ × u−Πh(∇× u)}} ds, v ∈ Vh.

Moreover, there holds

|rh(u;v)| ≤ Chmin{s,`}‖v‖DG‖∇× u‖s,

where C is a positive constant, independent of the mesh size.
Proof. The first claim follows readily from property (i) in Lemma 4.8, equa-

tion (1.2) and the definition of rh(·; ·). The residual expression in (ii) is obtained as
in [22, Lemma 4.10] or [15, Proposition 2] using integration by parts, the definition of
ãh(·, ·) and rh(·; ·), the defining properties of the L2-projection Πh, and the differential
equation (1.1). The desired bound for |rh(u;v)| follows with the weighted Cauchy-
Schwarz inequality, the definition of ‖ · ‖DG and a in (2.4), and the approximation
property in Lemma 4.3 for Πh.

Finally, let us show that the error u − uh is discretely divergence-free in the
following sense.

Proposition 4.10. Let u be the analytical solution of (1.1) and uh the discon-
tinuous Galerkin approximation obtained in (2.2). Then there holds

(u− uh,∇q) = 0 ∀q ∈ Sh,

with the space Sh defined in (4.4).
Proof. Note that, for q ∈ Sh, we have ∇q ∈ Vh ∩ H0(curl; Ω). Using the error

equation (4.14) and property (i) of Lemma 4.9 gives

ãh(u − uh,∇q) = 0 ∀q ∈ Sh.

The definition of ãh(·, ·), property (i) of Lemma 4.8, and the fact that ∇h ×∇q = 0

and [[∇q]]T = 0 on Fh result in

ãh(uh,∇q) = −k2(uh,∇q) and ãh(u,∇q) = a(u,∇q) = −k2(u,∇q).

Thereby, the statement of the proposition follows directly.

5. Proof of Theorem 3.2. The proof of Theorem 3.2 essentially follows the
approach given in [19, Section 7.2] and [20] for conforming finite elements, in combi-
nation with the crucial approximation results in Proposition 4.5.

5.1. A preliminary error bound. In this section, we prove a preliminary error
bound along the lines of [19, Lemma 7.5].

Proposition 5.1. Let u be the analytical solution of (1.1) and uh the approxi-
mation obtained in (2.2) with α ≥ αmin. Then there holds

‖u− uh‖DG ≤ C
[

inf
v∈Vh

‖u− v‖DG + Rh(u) + Eh(u − uh)
]
,

with a constant C > 0 independent of the mesh size. Here, we set

Rh(u) := sup
06=v∈Vh

rh(u;v)

‖v‖DG
, Eh(u − uh) := sup

06=v∈Vh

|(u− uh,v)|
‖v‖DG

.
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Proof. Let v ∈ Vh be arbitrary. We first bound ‖v− uh‖DG. Using the G̊arding
inequality in Lemma 3.1, the definition of ãh(·, ·) and the error equation (4.14), we
obtain

β‖v − uh‖2
DG ≤ ah(v − uh,v − uh) + (k2 + β)(v − uh,v − uh)

= ãh(v − uh,v − uh) + (k2 + β)(v − uh,v − uh)

= ãh(v − u,v − uh) + rh(u;v − uh)

+(k2 + β)(v − u,v − uh) + (k2 + β)(u − uh,v − uh).

From the continuity of ãh(·, ·) in (ii) of Lemma 4.8 and the definition of Rh and Eh,
we conclude that

‖v − uh‖DG ≤ β−1
[
(k2 + γ)‖u− v‖DG + Rh(u)

+(k2 + β)‖u− v‖DG + (k2 + β)Eh(u − uh)
]

≤ C
[
‖u− v‖DG + Rh(u) + Eh(u− uh)

]
.

Applying the triangle inequality gives

‖u− uh‖DG ≤ ‖u− v‖DG + ‖v − uh‖DG

≤ C
[
‖u− v‖DG + Rh(u) + Eh(u − uh)

]
.

Taking the infimum over v ∈ Vh gives the assertion.

5.2. Estimate of Eh(u − uh). Next, we estimate the error term Eh(u − uh)
defined in Proposition 5.1.

Proposition 5.2. There exists a positive constant C, independent of the mesh
size, such that

Eh(u − uh) ≤ Chσ‖u− uh‖DG,

with the parameter σ ∈ (1/2, 1] from (3.2).
Proof. Fix v ∈ Vh, and let vc ∈ Vc

h be the conforming approximation of v from
Proposition 4.5. We bound (u − uh,v) in the following steps.

Step 1. Representation result: using the Helmholtz decomposition (4.3), we de-
compose vc as

vc = vc
0 ⊕∇r, (5.1)

with vc
0 ∈ Xh and r ∈ Sh. Employing (5.1), we obtain

(u − uh,v) = (u− uh,v − vc) + (u − uh,vc) = (u − uh,v − vc) + (u − uh,vc
0)

= (u− uh,v − vc) + (u − uh,vc
0 −Hvc

0) + (u − uh,Hvc
0)

≡ T1 + T2 + T3,

with Hvc
0 from Lemma 4.4. Here, we have used the orthogonality property of the

error u− uh in Proposition 4.10. It remains to bound the terms T1, T2 and T3.
Step 2. Bound for T1: the Cauchy-Schwarz inequality and the approximation

result in Proposition 4.6 yields

|T1| ≤ ‖u− uh‖0‖v − vc‖0 ≤ Ch‖u− uh‖0‖v‖DG. (5.2)
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Step 3. Bound for T2: using the Cauchy-Schwarz inequality and the approxima-
tion results in Lemma 4.4 and Proposition 4.6, we have

|T2| ≤ ‖u− uh‖0‖vc
0 −Hvc

0‖0 ≤ Chσ‖u− uh‖0‖∇ × vc
0‖0

= Chσ‖u− uh‖0‖∇× vc‖0 ≤ Chσ‖u− uh‖0‖vc‖DG

≤ Chσ‖u− uh‖0‖v‖DG.

(5.3)

Step 4. Bound for T3: to bound T3, we use a duality approach. To this end, we
set w := Hvc

0 and let z denote the solution of the following problem:

∇×∇× z − k2z = w in Ω,
n × z = 0 on Γ.

(5.4)

Since w ∈ H(div0; Ω), the solution z belongs to H(div0; Ω). As in [19, Lemma 7.7],
we obtain from the embeddings in (3.2) that z ∈ Hσ(Ω)3, ∇× z ∈ Hσ(Ω)3 and

‖z‖σ + ‖∇× z‖σ ≤ C‖w‖0, (5.5)

for a stability constant C > 0 and the parameter σ ∈ (1/2, 1] in (3.2).

Hence, multiplying the dual problem with eh := u−uh and integrating by parts,
since ∇× z ∈ H(curl; Ω), we obtain

(eh,w) = (∇× z,∇h × eh) − k2(z, eh) −
∑

K∈Th

∫

∂K

nK × eh · ∇ × z ds

= (∇× z,∇h × eh) − k2(z, eh) −
∫

Fh

[[eh]]T · {{∇ × z}} ds.

Let zh = ΠNz ∈ Vc
h be the Nédélec interpolant of the second kind of z in (4.6) of

Lemma 4.1, and Πh the L2–projection onto Vh. Using the definition of ãh(·, ·), the
fact that z ∈ H0(curl; Ω), the error equation (4.14), property (i) of Lemma 4.9, and
the definition of Πh and L, we obtain

(eh,w) = ãh(eh, z) + (L(eh),∇× z) −
∫

Fh

[[eh]]T · {{∇ × z}} ds

= ãh(eh, z − zh) + (L(eh),Πh(∇× z)) −
∫

Fh

[[eh]]T · {{∇ × z}} ds

= ãh(eh, z − zh) −
∫

Fh

[[eh]]T · {{∇ × z −Πh(∇× z)}} ds.

First, we note that, employing the weighted Cauchy-Schwarz inequality, the approxi-
mation properties in Lemma 4.3 and the stability bound (5.5), we get

∣∣∣∣
∫

Fh

[[eh]]T · {{∇ × z −Πh(∇× z)}} ds

∣∣∣∣

≤ C

(∫

Fh

h
−1|[[eh]]T |2 ds

) 1

2

(
∑

K∈Th

hK‖∇× z −Πh(∇× z)‖2
0,∂K

) 1

2

≤ Chσ‖eh‖DG‖∇× z‖σ ≤ Chσ‖eh‖DG‖w‖0.
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Furthermore, the continuity of ãh(·, ·) in Lemma 4.8, the approximation property (4.6)
in Lemma 4.1 and the stability estimate (5.5) yield

ãh(eh, z − zh) ≤ Chσ‖eh‖DG‖w‖0.

Combining the above bounds gives

(eh,w) ≤ Chσ‖eh‖DG‖w‖0.

Since ‖w‖0 ≤ ‖vc
0‖0 ≤ ‖vc‖0 ≤ C‖v‖DG, in view of Lemma 4.4 and Proposition 4.6,

we conclude that

|T3| ≤ Chσ‖u− uh‖DG‖v‖DG. (5.6)

Step 5. Conclusion: referring to (5.2), (5.3) and (5.6) yields

|(u − uh,v)| ≤ Chσ‖u− uh‖DG‖v‖DG,

from where the assertion follows.

5.3. The error bound in Theorem 3.2. We are now ready to complete the
proof of Theorem 3.2. From Proposition 5.1 and Proposition 5.2, we obtain

‖u− uh‖DG ≤ C

[
inf

v∈Vh

‖u− v‖DG + Rh(u) + Eh(u − uh)

]

≤ C

[
inf

v∈Vh

‖u− v‖DG + Rh(u) + hσ‖u− uh‖DG

]
. (5.7)

Hence, if the mesh size is sufficiently small we can absorb the third term on the
right-hand of (5.7) into the left-hand side; thereby,

‖u− uh‖DG ≤ C

[
inf

v∈Vh

‖u− v‖DG + Rh(u)

]
.

Choosing v = ΠNu, the Nédélec interpolant of u, from the interpolation estimate (4.6)
in Lemma 4.1 and the estimate of the residual in (ii) of Lemma 4.9 give the result in
Theorem 3.2.

6. Proof of Theorem 3.5 and Corollary 3.6. In this section, we complete
the proof of Theorem 3.5 and Corollary 3.6. Our analysis proceeds along the lines
of [18, Section 4].

6.1. Proof of Theorem 3.5. In order to prove Theorem 3.5, let uc
h ∈ Vc

h be
the conforming approximation of uh from Proposition 4.5. We can write

‖u− uh‖2
0 = (u − uh,u −ΠNu) + (u − uh,ΠNu − uc

h) + (u − uh,uc
h − uh).

By using the Cauchy-Schwarz inequality and Proposition 4.7, we have

‖u− uh‖0 ≤ ‖u−ΠNu‖0 + Ch‖u− uh‖DG +
|(u − uh,ΠNu − uc

h)|
‖u− uh‖0

, (6.1)

with C > 0 independent of the mesh size. For the last term on the right-hand side
of (6.1), we claim that, for a sufficiently small mesh size, there holds:

|(u − uh,ΠNu − uc
h)|

‖u− uh‖0
≤ C‖u−ΠNu‖0 + Chσ

[
‖u−ΠNu‖curl + ‖u−uh‖DG

]
, (6.2)



14 P. HOUSTON, I. PERUGIA, A. SCHNEEBELI, AND D. SCHÖTZAU

with C > 0 independent of the mesh size, and σ denoting the parameter in (3.2).
Inserting (6.2) into (6.1) then proves Theorem 3.5.

In order to prove (6.2), we proceed in several steps.
Step 1. Preliminaries: we start by invoking the Helmholtz decomposition in (4.3)

and write

ΠNu− uc
h =: wc

0 ⊕∇r, (6.3)

with wc
0 ∈ Xh and r ∈ Sh, Xh and Sh being the spaces in (4.4). By using (6.3) and

the orthogonality property of the error u− uh in Proposition 4.10, we have

(u − uh,ΠNu− uc
h) = (u − uh,wc

0) = (u − uh,wc
0 −w) + (u− uh,w),

where we have defined w := Hwc
0, the exactly divergence-free approximation of wc

0

from Lemma 4.4. Therefore,

|(u − uh,ΠNu− uc
h)|

‖u− uh‖0
≤ ‖wc

0 −w‖0 + ‖w‖0, (6.4)

so that it remains to estimate ‖wc
0 −w‖0 and ‖w‖0.

Step 2: Estimate of ‖wc
0 −w‖0: we claim that

‖wc
0 −w‖0 ≤ Chσ

[
‖u−ΠNu‖curl + ‖u− uh‖DG

]
, (6.5)

with a constant C > 0 independent of the mesh size.
To prove (6.5), note that, in view of the definition of H and (6.3), there holds

∇×w = ∇×wc
0 = ∇× (ΠNu− uc

h). (6.6)

Thus, the result in Lemma 4.4, the triangle inequality and Proposition 4.7 yield

‖wc
0 −w‖0 ≤ Chσ‖∇× (ΠNu − uc

h)‖0

≤ Chσ
[
‖∇× (ΠNu− u)‖0 + ‖∇h × (u − uh)‖0 + ‖∇h × (uh − uc

h)‖0

]

≤ Chσ
[
‖u−ΠNu‖curl + ‖u− uh‖DG

]
.

This completes the proof of (6.5).
Step 3: Estimate of ‖w‖0: we bound ‖w‖0 in (6.4) employing a duality approach

and claim that, for a sufficiently small mesh size, there holds

‖w‖0 ≤ C‖u−ΠNu‖0 + Chσ
[
‖u−ΠNu‖curl + ‖u− uh‖DG

]
, (6.7)

with a constant C > 0 independent of the mesh size.
Let z be the solution of the dual problem (5.4) with right-hand side w = Hwc

0.
Again, w ∈ H(div0; Ω), so that z has the same smoothness as in the proof of Proposi-
tion 5.2 and (5.5) still holds. Moreover, let zh ∈ Vh solve the discontinuous Galerkin
approximation of the dual problem (5.4):

ãh(zh,v) = (w,v) ∀v ∈ Vh. (6.8)

For a sufficiently small mesh size, Theorem 3.2 and Corollary 3.4 apply to (6.8) and
ensure existence and uniqueness of zh, as well as the a-priori bound

‖z − zh‖DG ≤ Chσ
[
‖z‖σ + ‖∇× z‖σ

]
≤ Chσ‖w‖0, (6.9)
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where we have taken into account the stability bound (5.5).
After these preliminary considerations, we multiply equation (5.4) by w and in-

tegrate by parts to obtain

‖w‖2
0 = a(z,w) = a(z −Πcz,w) + a(Πcz,w), (6.10)

with the projection Πc from (4.10). By the definition of the projection Πc and since
∇×w = ∇×wc

0, we conclude that

a(z −Πcz,w) = −(z −Πcz,wc
0) − k2(z −Πcz,w)

= −(z −Πcz,wc
0 −w) − (1 + k2)(z −Πcz,w).

The approximation result for Πc in Lemma 4.2 and the bound in (5.5) yield

‖z−Πcz‖0 ≤ ‖z−Πcz‖curl ≤ Chσ‖w‖0. (6.11)

For later use, we also point out that the stability of Πc and (5.5) give

‖Πcz‖0 ≤ C‖w‖0. (6.12)

Hence, the Cauchy-Schwarz inequality and the estimates (6.5) and (6.11) yield

|a(z −Πcz,w)| ≤ ‖z−Πcz‖0‖w −wc
0‖0 + C‖z −Πcz‖0‖w‖0

≤ Ch2σ‖w‖0

[
‖u−ΠNu‖curl + ‖u− uh‖DG

]
+ Chσ‖w‖2

0.
(6.13)

It remains to bound the term a(Πcz,w) in (6.10). To this end, in view of (6.6)
and (6.3), we first note that

a(Πcz,w) = (∇× Πcz,∇×w) − k2(Πcz,w)

= (∇× Πcz,∇× (ΠNu − uc
h)) − k2(Πcz,w −wc

0) − k2(Πcz,wc
0)

= (∇× Πcz,∇× (ΠNu − uc
h)) − k2(Πcz,w −wc

0) − k2(Πcz,ΠNu− uc
h)

= a(Πcz,ΠNu − uc
h) − k2(Πcz,w −wc

0).

Here, we have used that

(Πcz,∇r) = (z,∇r) = 0,

which follows readily from the definition of Πc and the fact that z is divergence-free.
From the identity (i) in Lemma 4.8, we further have

a(Πcz,ΠNu − uc
h) = a(Πcz,ΠNu− u) + ãh(Πcz,u − uh) + ãh(Πcz,uh − uc

h).

Using the symmetry of ãh(·, ·), the error equation (4.14), and part (i) of Lemma 4.9,
we note that ãh(Πcz,u − uh) = 0. Thus, by further decompositions, we can write

a(Πcz,w) =a(Πcz − z,ΠNu− u) + a(z,ΠNu− u)

+ ãh(Πcz − z,uh − uc
h) + ãh(z − zh,uh − uc

h)

+ ãh(zh,uh − uc
h) − k2(Πcz,w −wc

0),

(6.14)

with zh denoting the approximation (6.8) of the dual problem (5.4).
Using the dual problem (5.4) and the discrete formulation (6.8), we have

a(z,ΠNu− u) = (w,ΠNu − u), ãh(zh,uh − uc
h) = (w,uh − uc

h).
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These identities, together with the continuity property (ii) in Lemma 4.8 and the
Cauchy-Schwarz inequality, give

|a(Πcz,w)| ≤C‖z −Πcz‖curl‖u−ΠNu‖curl + ‖w‖0‖u−ΠNu‖0

+ C‖uh − uc
h‖DG

[
‖z −Πcz‖curl + ‖z− zh‖DG

]

+ ‖w‖0‖uh − uc
h‖0 + C‖Πcz‖0‖w −wc

0‖0.

From Proposition 4.7, we have

‖uh − uc
h‖DG ≤ C‖u− uh‖DG, ‖uh − uc

h‖0 ≤ Ch‖u − uh‖DG.

Thus, using (6.11), (6.9), (6.12) and (6.5), we conclude that

a(Πcz,w) ≤‖w‖0

[
Chσ‖u−ΠNu‖curl + Chσ‖u− uh‖DG + ‖u−ΠNu‖0

]
. (6.15)

Inserting (6.13) and (6.15) into (6.10) results in

‖w‖0 ≤ ‖u−ΠNu‖0 + Chσ
[
‖u−ΠNu‖curl + ‖u− uh‖DG

]
+ Chσ‖w‖0. (6.16)

Hence, for a sufficiently small mesh size, we obtain the result in (6.7).
Step 4. Conclusion: the proof of the bound (6.2) follows now from (6.4), (6.5)

and (6.16).

6.2. Proof of Corollary 3.6. To complete the proof of Corollary 3.6, we note
that Theorem 3.5, Theorem 3.2 and the approximation property (4.8) in Lemma 4.1
for ΠN result in

‖u− uh‖0 ≤ Chmin{s,`}+σ
[
‖u‖s + ‖∇× u‖s

]
+ Chmin{s+σ,`+1}‖u‖s+σ.

Since ‖u‖s ≤ ‖u‖s+σ and min{s + σ, ` + 1} ≥ min{s, `} + σ, the assertion of Corol-
lary 3.6 follows.

7. Numerical experiments. In this section we present a series of numerical
experiments to highlight the practical performance of the DG method introduced
and analyzed in this article for the numerical approximation of the indefinite time-
harmonic Maxwell equations in (1.1). For simplicity, we restrict ourselves to two-
dimensional model problems; additionally, we note that throughout this section we
select the interior penalty parameter α in (2.4) as follows:

α = 10 `2.

The dependence of α on the polynomial degree ` has been chosen in order to guarantee
the stability property in Lemma 3.1 independently of `, cf. [15], for example.

7.1. Example 1. In this first example we select Ω ⊂ R
2 to be the square domain

(−1, 1)2. Furthermore, we set j = 0 and select suitable non-homogeneous boundary
conditions for u so that the analytical solution to the two-dimensional analogue of (1.1)
is given by the smooth field

u(x, y) = (sin(ky), sin(kx))T .

Here, the boundary conditions are enforced in the usual DG manner by adding bound-
ary terms in the formulation (2.2); see [15, 13] for details. We investigate the asymp-
totic convergence of the DG method on a sequence of successively finer (quasi-uniform)
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` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

26 1.853e-1 - 2.009e-2 - 5.044e-4 -
104 9.122e-2 1.02 5.004e-3 2.01 6.471e-5 2.96
416 4.455e-2 1.03 1.250e-3 2.00 8.131e-6 2.99
1664 2.194e-2 1.02 3.123e-4 2.00 1.017e-6 3.00
6656 1.088e-2 1.01 7.808e-5 2.00 1.271e-7 3.00

Table 7.1

Example 1. Convergence of ‖u − uh‖DG with k = 1.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

26 1.113 - 1.265e-1 - 1.242e-2 -
104 5.397e-1 1.04 3.217e-2 1.98 1.582e-3 2.97
416 2.635e-1 1.03 8.078e-3 1.99 1.985e-4 2.99
1664 1.302e-1 1.02 2.022e-3 2.00 2.483e-5 3.00
6656 6.477e-2 1.01 5.055e-4 2.00 3.103e-6 3.00

Table 7.2

Example 1. Convergence of ‖u − uh‖DG with k = 2.

unstructured triangular meshes for ` = 1, 2, 3 as the wave number k increases. To this
end, in Tables 7.1, 7.2, 7.3 and 7.4 we present numerical experiments for k = 1, 2, 4, 8,
respectively. In each case we show the number of elements in the computational
mesh, the corresponding DG-norm of the error and the numerical rate of conver-
gence r. Here, we observe that (asymptotically) ‖u−uh‖DG converges to zero at the
optimal rate O(h`), for each fixed ` and each k, as h tends to zero, as predicted by
Theorem 3.2. In particular, we make two key observations: firstly, we note that for a
given fixed mesh and fixed polynomial degree, an increase in the wave number k leads
to an increase in the DG-norm of the error in the approximation to u. In particular,
as pointed out in [1], where curl-conforming finite element methods were employed
for the numerical approximation of (1.1), the pre-asymptotic region increases as k
increases. This is particularly evident when k = 8, cf. Table 7.4. Secondly, we ob-
serve that the DG-norm of the error decreases when either the mesh is refined, or the
polynomial degree is increased as we would expect for this smooth problem.

Finally, in Figure 7.1 we present a comparison of the L2(Ω)2-norm of the error
in the approximation to u, with the square root of the number of degrees of freedom
in the finite element space Vh. Here, we observe that (asymptotically) ‖u − uh‖0

converges to zero at the rate O(h`+1), for each fixed ` and each k, as h tends to
zero. This is in full agreement with the optimal rate predicted by Corollary 3.6 and
Remark 3.7.

7.2. Example 2. In this second example, we investigate the performance of the
DG method (2.2) for a problem with a non-smooth solution. To this end, let Ω be the
L-shaped domain (−1, 1)2\ [0, 1)×(−1, 0] and select j (and suitable non-homogeneous
boundary conditions for u) so that the analytical solution u to the two-dimensional
analogue of (1.1) is given, in terms of the polar coordinates (r, ϑ), by

u(x, y) = ∇S(r, ϑ), where S(r, ϑ) = Jα(kr) sin(αϑ), (7.1)
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` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

26 3.868 - 1.275 - 1.429e-1 -
104 2.016 0.94 2.971e-1 2.10 2.289e-2 2.64
416 9.871e-1 1.03 7.401e-2 2.01 2.952e-3 2.96
1664 4.865e-1 1.02 1.849e-2 2.00 3.715e-4 2.99
6656 2.415e-1 1.01 4.623e-3 2.00 4.650e-5 3.00

Table 7.3

Example 1. Convergence of ‖u − uh‖DG with k = 4.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

26 30.73 - 9.018 - 2.451 -
104 9.434 1.70 2.118 2.09 4.051e-1 2.60
416 4.777 0.98 5.396e-1 1.97 5.245e-2 2.95
1664 2.196 1.12 1.363e-1 1.98 6.625e-3 2.99
6656 1.071 1.04 3.420e-2 1.99 8.301e-4 3.00

Table 7.4

Example 1. Convergence of ‖u − uh‖DG with k = 8.

where Jα denotes the Bessel function of the first kind and α is a real number. We set
α = 2n/3, where n is a positive integer; the analytical solution given by (7.1) then
contains a singularity at the re-entrant corner located at the origin of Ω. In particular,
we note that u lies in the Sobolev space H2n/3−ε(Ω)2, ε > 0. This example represents
a slight modification of the numerical experiment presented in [1].

In this example we again consider the convergence of the DG method (2.2) on
a sequence of successively finer (quasi-uniform) unstructured triangular meshes for
` = 1, 2, 3 as the wave number k increases. We first consider the case of the strongest
singularity when n = 1; to this end, in Tables 7.5, 7.6, 7.7 and 7.8 we present numerical
experiments for k = 1, 2, 4, 6, respectively. Here, we observe that (asymptotically)
‖u − uh‖DG converges to zero at the optimal rate O(hmin{2/3−ε,`}), for each fixed
` and each k, as h tends to zero, as predicted by Theorem 3.2. As in the previous
example, we see that the DG-norm of the error in the approximation to u increases as
the wave number k increases for a fixed mesh size and polynomial degree; and again,
that the pre-asymptotic region increases as k increases. Moreover, even for this non-
smooth example, for a fixed mesh and wave number, an increase in the polynomial
degree leads to a decrease in ‖u − uh‖DG; this is also the case, when the DG-norm
of the error is compared with the total number of degrees of freedom employed in the
underlying finite element space, for each fixed k; for brevity these results have been
omitted.

Analogous behavior is also observed when n = 2 and n = 4; for brevity, in
Tables 7.9 and 7.10, we present results for n = 2 and n = 4, respectively, only for
the case when k = 1. As before larger wave numbers lead to an increase in the
magnitude of the error as well as an increase in the pre-asymptotic region. Here, we
again observe that (asymptotically) ‖u−uh‖DG converges to zero at the optimal rate
O(hmin{2n/3−ε,`}), for each fixed `, as h tends to zero, as predicted by Theorem 3.2.
One exception occurs when linear elements are employed; indeed, in both cases, we
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Fig. 7.1. Example 1. Convergence of ‖u − uh‖0 for: (a) k = 1; (b) k = 2; (c) k = 4; (d) k = 8.

see that when ` = 1, a slightly superior rate of convergence is attained in practice.
Finally, we end this section by considering the rate of convergence of the error

in the approximation to u measured in terms of the L2(Ω)2-norm. To this end, in
Figure 7.2 we plot the L2(Ω)2-norm of the error in the approximation to u, with the
square root of the number of degrees of freedom in the finite element space Vh, for
n = 1, 2, 4, in the case when k = 1. Here, we observe that (asymptotically) ‖u−uh‖0

converges to zero at the rate O(hmin{2n/3,`+1}), for each fixed `, as h tends to zero. In
the case of the strongest singularity when n = 1, the regularity assumptions required
in the statement of Corollary 3.6 do not hold. However, this rate is in agreement
with Corollary 3.6 when n = 2; in this case the embedding parameter (which only
depends on Ω) is σ = 2/3, cf. [14] and s = 2/3. For the case when n = 4, we have
s = 2; thereby, while for ` = 2, 3, the order of convergence of the L2(Ω)2-norm of the
error is in agreement with Corollary 3.6, the theoretically predicted rate of O(h5/3)
for ` = 1 is slightly pessimistic in comparison to the full order O(h2) that we observe
numerically. Analogous results are attained with higher wave numbers; for brevity,
these numerics have been omitted.
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` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 1.052e-1 - 6.185e-2 - 4.239e-2 -
96 6.175e-2 0.77 3.749e-2 0.72 2.612e-2 0.70
384 3.761e-2 0.72 2.324e-2 0.69 1.631e-2 0.68
1536 2.336e-2 0.69 1.455e-2 0.68 1.024e-2 0.67
6144 1.463e-2 0.68 9.140e-3 0.67 6.439e-3 0.67

Table 7.5

Example 2. Convergence of ‖u − uh‖DG with n = 1 and k = 1.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 1.556e-1 - 9.423e-2 - 6.613e-2 -
96 9.493e-2 0.71 5.869e-2 0.68 4.118e-2 0.68
384 5.897e-2 0.69 3.671e-2 0.68 2.582e-2 0.67
1536 3.690e-2 0.68 2.305e-2 0.67 1.623e-2 0.67
6144 2.318e-2 0.67 1.450e-2 0.67 1.022e-2 0.67

Table 7.6

Example 2. Convergence of ‖u − uh‖DG with n = 1 and k = 2.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 7.467e-1 - 2.511e-1 - 1.579e-1 -
96 2.561e-1 1.54 1.278e-1 0.97 8.058e-2 0.97
384 1.251e-1 1.03 6.815e-2 0.91 4.507e-2 0.84
1536 6.747e-2 0.89 3.921e-2 0.80 2.683e-2 0.75
6144 3.916e-2 0.79 2.369e-2 0.73 1.649e-2 0.70

Table 7.7

Example 2. Convergence of ‖u − uh‖DG with n = 1 and k = 4.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 6.351 - 5.228e-1 - 4.033e-1 -
96 5.394e-1 3.56 3.613e-1 0.53 1.426e-1 1.50
384 2.260e-1 1.26 1.139e-1 1.67 6.983e-2 1.03
1536 1.289e-1 0.81 5.844e-2 0.96 3.810e-2 0.87
6144 5.777e-2 1.16 3.295e-2 0.83 2.238e-2 0.77

Table 7.8

Example 2. Convergence of ‖u − uh‖DG with n = 1 and k = 6.
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` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 1.676e-2 - 5.049e-3 - 2.512e-3 -
96 6.138e-3 1.45 2.007e-3 1.33 9.982e-4 1.33
384 2.347e-3 1.39 7.975e-4 1.33 3.962e-4 1.33
1536 9.140e-4 1.36 3.166e-4 1.33 1.573e-4 1.33
6144 3.590e-4 1.35 1.257e-4 1.33 6.242e-5 1.33

Table 7.9

Example 2. Convergence of ‖u − uh‖DG with n = 2 and k = 1.

` = 1 ` = 2 ` = 3
Elements ‖u− uh‖DG r ‖u− uh‖DG r ‖u− uh‖DG r

24 4.811e-3 - 3.059e-4 - 3.214e-5 -
96 1.386e-3 1.80 4.556e-5 2.75 5.108e-6 2.65
384 4.195e-4 1.72 7.041e-6 2.69 8.078e-7 2.66
1536 1.338e-4 1.65 1.119e-6 2.65 1.274e-7 2.66
6144 4.448e-5 1.59 1.817e-7 2.62 2.008e-8 2.67

Table 7.10

Example 2. Convergence of ‖u − uh‖DG with n = 4 and k = 1.
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Fig. 7.2. Example 2. Convergence of ‖u − uh‖0 when k = 1 for: (a) n = 1; (b) n = 2; (c) n = 4.
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8. Conclusions. In this paper, we have presented the first a-priori error anal-
ysis of the interior penalty discontinuous Galerkin method applied to the indefinite
time-harmonic Maxwell equations in non-mixed form. In particular, by employing a
technique in the spirit of [19, Section 7.2] and [20], combined with a crucial approxi-
mation result for discontinuous finite element functions, we have shown that the error
in the DG energy norm converges optimally with respect to the mesh size. Under ad-
ditional regularity assumptions, we have further shown that the error in the L2-norm
converges with the optimal order O(h`+1). The extension of our analysis to prob-
lems with non-smooth coefficients, by extending more general analysis approaches for
conforming methods (such as the ones in [5] or [12]) to the discontinuous Galerkin
context, is under investigation.

Appendix A. In this section we prove the approximation result stated in Propo-
sition 4.5; to this end, we proceed in the following steps.

Step 1 (Preliminaries). We begin by introducing the following notation. Recall

that each element K ∈ Th is the image of the reference element K̂ under an affine
mapping FK ; that is, K = FK(K̂) for all K ∈ Th, where FK(x̂) = BK x̂ + bK and
BK ∈ R

3×3, bK ∈ R
3. Without loss of generality, we assume that det BK > 0. We

define

D
`(K) = {q : q ◦ FK =

1

det BK
BK q̂, q̂ ∈ P

`−1(K̂)3 ⊕ P̃
`−1(K̂) x̂ },

where P̃
`−1(K̂) denotes the space of homogeneous polynomials of total degree exactly

` − 1 in x̂ = (x̂1, x̂2, x̂3) on K̂. A polynomial q ∈ D
`(K) can be represented as

q(x) = r(x) + s̃(x)x, with r ∈ P
`−1(K)3 and s̃ ∈ P̃

`−1(K).

Next, we assign to each face f ∈ Fh a unit normal vector nf . Then there is
a unique element K ∈ Th such that f ⊂ ∂K and f is the image of the corre-
sponding reference face f̂ on K̂ under the elemental mapping FK , and such that
nf = B−T

K n̂bf/|B−T
K n̂bf |, where n̂bf is the outward unit normal vector to f̂ ; cf. [19,

Equation (5.21)]. We set

D
`(f) = {q|f : q ◦ FK = BK q̂, q ∈ D

`(K̂), q̂ · n̂bf = 0 }.

In local coordinates x on the face f , a function q|f ∈ D
`(f) is given by q|f (x) =

r(x)+ s̃(x)x, where r ∈ P
`−1(f)2 and s̃ ∈ P̃

`−1(f). Notice that q|f is tangential to f .

Finally, we assign to each edge e a unit vector te in the direction of e, and denote
by P

`(e) the space of polynomials of degree at most ` on e.

Step 2 (Moments for Nédélec’s elements of the second type). We introduce a basis
for P

`(K)3 based on the moments employed in the definition of Nédélec’s second family
of elements introduced in [21]. Following [19], we use the following moments that are

identical on K and K̂, up to sign changes, under the transformation v ◦ FK = B−T
K v̂

(this can be easily seen as in [19, Lemma 5.34 and Section 8]).

For an edge e, let {qi
e}Ne

i=1 denote a basis of P
`(e). Similarly, let {qi

f}
Nf

i=1 be a

basis of D
`−1(f) for a face f , and {qi

K}Nb

i=1 a basis of D
`−2(K) for element K. Fix
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K ∈ Th and let v ∈ P
`(K)3. We introduce the following moments:

Me
K(v) =

{∫

e

(v · te)q
i
e ds : i = 1, . . . , Ne

}
, for any edge e of K,

Mf
K(v) =

{
1

area(f)

∫

f

v · qi
f ds : i = 1, . . . , Nf

}
, for any face f of K,

M b
K(v) =

{∫

K

v · qi
K dx : i = 1, . . . , Nb

}
.

It is well-known that the above moments uniquely define the polynomial v ∈ P
`(K)3;

see [21, 19]. For a face f of K, the tangential trace nf × v is uniquely determined by

the moments Mf
K and the moments {M e

K}e∈E(f), where E(f) is the set of the edges

of f ; see [21, Section 3.1] or [19, Lemma 8.11]. Hence, any v ∈ P
`(K)3 can be written

in the form

v =
∑

e∈E(K)

Ne∑

i=1

vi
K,eϕ

i
K,e +

∑

f∈F(K)

Nf∑

i=1

vi
K,fϕ

i
K,f +

Nb∑

i=1

vi
K,bϕ

i
K,b. (A.1)

Here, we use E(K) and F(K) to denote the sets of edges and faces of K, respectively.
The functions {ϕi

K,e}, {ϕi
K,f}, and {ϕi

K,b} are Lagrange basis functions on P
`(K)3

with respect to the moments given above.

Step 3 (Bound on the elemental H(curl)–norm). Let v ∈ P
`(K)3 be represented

as in (A.1). We prove the following elemental bound on the H(curl)–norm in terms of
the moments in Step 2: there exists a positive constant C, independent of the mesh
size, such that

h−2
K ‖v‖2

0,K + ‖∇× v‖2
0,K

≤ Ch−1
K



∑

e∈E(K)

Ne∑

i=1

(vi
K,e)

2 +
∑

f∈F(K)

Nf∑

i=1

(vi
K,f )2 +

Nb∑

i=1

(vi
K,b)

2


 . (A.2)

On the reference element, this follows from the representation (A.1) and the Cauchy-
Schwarz inequality. On a general element K, we note that since the transformation
v ◦ FK = B−T

K v̂ preserves the moments in Step 2, and that

‖v‖2
0,K ≤ ChK‖v̂‖2

0, bK
, ‖∇× v‖2

0,K ≤ Ch−1
K ‖∇̂ × v̂‖2

0, bK
,

with a constant independent of the mesh size (see, e.g., [2, Lemma 5.2]), the bound
in (A.2) is obtained.

Step 4 (Bound on the tangential jumps). Given an interior face f , shared by
two elements K1 and K2, we write E(f) to denote the set of edges of f . Given
v1 ∈ P

`(K1)
3 and v2 ∈ P

`(K2)
3, we prove that, using the representation in (A.1),

there exist positive constants C1 and C2, independent of the mesh size, such that

∫

f

|nf × (v1−v2)|2ds ≤ C1




Nf∑

i=1

(vi
K1,f−vi

K2,f )2+
∑

e∈E(f)

Ne∑

i=1

(vi
K1,e−vi

K2,e)
2


,
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and



Nf∑

i=1

(vi
K1,f − vi

K2,f )2 +
∑

e∈E(f)

Ne∑

i=1

(vi
K1,e − vi

K2,e)
2




≤ C2

∫

f

|nf × (v1 − v2)|2 ds. (A.3)

To see this, we first consider the case where K1 and K2 are of reference size. Since the
moments on f and on the edges e ∈ E(f) uniquely determine the jump nf × (v1−v2),
the claim follows from the equivalence of norms in finite dimensional spaces. For
general elements K1 and K2, the claim is obtained from a scaling argument taking
into account that the transformation v◦FK = B−T

K v̂ preserves tangential components
and the moments in Step 2, modulo sign changes.

The analogous bound holds on the boundary. Let K be the element containing
the boundary face f and v ∈ P

`(K)3. Using the representation in (A.1), there exist
positive constants C1 and C2, independent of the mesh size, such that

∫

f

|nf × v|2 ds ≤ C1




Nf∑

i=1

(vi
K,f )2 +

∑

e∈E(f)

Ne∑

i=1

(vi
K,e)

2


 ,

and



Nf∑

i=1

(vi
K,f )2 +

∑

e∈E(f)

Ne∑

i=1

(vi
K,e)

2


 ≤ C2

∫

f

|nf × v|2 ds.

Step 5 (Approximation property). Let us now prove the result in Proposition 4.5.
To this end, it is sufficient to show the following result: for v ∈ Vh, we have

inf
v∈Vc

h

‖v − v‖2
0 ≤ C‖h 1

2 [[v]]T ‖2
Fh

, (A.4)

inf
v∈Vc

h

[
‖v − v‖2

0 + ‖∇× (v − v)‖2
0

]
≤ C‖h− 1

2 [[v]]T ‖2
Fh

, (A.5)

with a positive constant C, independent of the mesh size.
To prove the claims above, let {vi

K,e}, {vi
K,f} and {vi

K,b} denote the moments of
v, according to (A.1). Further, we write N(e) to denote the set of all elements that
share the edge e, and by N(f) the set of all elements that share the face f . The
cardinality of these sets are denoted by |N(e)| and |N(f)|, respectively. Due to the
shape-regularity of the meshes Th, we have that 1 ≤ |N(e)| ≤ N , uniformly in the
mesh size; additionally, 1 ≤ |N(f)| ≤ 2. Let v ∈ Vc

h be the unique function whose
edge moments are

vi
K,e =

{ 1
|N(e)|

∑
K′∈N(e) vi

K′,e if e ∈ EI
h ,

0 if e ∈ EB
h ,

i = 1, . . . , Ne, whose face moments are

vi
K,f =

{ 1
|N(f)|

∑
K′∈N(f) vi

K′,f if f ∈ FI
h ,

0 if f ∈ FB
h ,
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i = 1, . . . , Nf , and whose remaining moments are

vi
K,b = vi

K,b, i = 1, . . . , Nb.

Obviously, the function v defined by the above moments belongs to Vc
h.

From the bound in (A.2) in Step 3, we have

h−2
K ‖v − v‖2

0,K + ‖∇× (v − v)‖2
0,K

≤ Ch−1
K


 ∑

e∈E(K)

Ne∑

i=1

(vi
K,e − vi

K,e)
2 +

∑

f∈F(K)

Nf∑

i=1

(vi
K,f − vi

K,f )2


 .

Let e first be an interior edge in E(K) and denote by F(e) the faces sharing the edge e.
For f ∈ F(e), we denote by Kf and K ′

f the elements that share f . Employing the

definition of ui
K,e, the Cauchy-Schwarz inequality, bound (A.3) from Step 4, and the

shape-regularity assumption gives

Ne∑

i=1

(vi
K,e − vi

K,e)
2 ≤ C

∑

K′∈N(e)

Ne∑

i=1

(vi
K,e − vi

K′,e)
2

≤ C
∑

f∈F(e)

Ne∑

i=1

(vi
Kf ,e − vi

K′

f
,e)

2

≤ C
∑

f∈F(e)

∫

f

|[[v]]T |2 ds.

An analogous result holds for a boundary edge e.
Similarly, for an interior face f ∈ F(K), we have

Nf∑

i=1

(vi
K,f − vi

K,f )2 ≤ C
∑

K′∈N(f)

Nf∑

i=1

(vi
K,f − vi

K′,f )2 ≤ C

∫

f

|[[v]]T |2 ds,

where we have again used the bound (A.3) from Step 4. An analogous results holds
for boundary faces.

Combining the above estimates yields

h−2
K ‖v − v‖2

0,K + ‖∇× (v − v)‖2
0,K

≤ Ch−1
K


 ∑

e∈E(K)

∑

f∈F(e)

∫

f

|[[v]]T |2 ds +
∑

f∈F(K)

∫

f

|[[v]]T |2 ds


.

Summing over all elements, taking into account the shape-regularity of the mesh, we
deduce (A.4) and (A.5).
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